o

G 3285 L (Pages : 9)

' ENTRANCE TEST FOR Ph.D. PROGRAMME, 2023

| | ~ STATISTICS o N
Time : Three Hours - . ; ‘ : Maximum : 100 Marks

3 Part A |

Answer all questions.
Each question carries 1 mark.

- Choose the correct answer from the choices :

1. The problem is to infer about the parameter p € (0, 1) of a discrete dlstnbutmn Beta :
distribution of first kind is the conjugate prior when the parent d1stnbut10n is

(A) B1nom1a1 ' ' (B) Negat1ve bmoal
(C) Geometric. _ (D) All of these.
2.  Which of the following tests is not based on empiricaf DF " | ,
(A) Anderson-Darling test. . (B) y2- goddnese of fit test.
(C)  Kolmogorov-Smirnov test. ' (D) Watson test. V . S

- 3. - technique/method allows estimation of the sampling distribution of almost any , ‘

statistic using random sampling methods.
(A) Bootstrap. = (B) EDA.
(C) Delta. | (D) Classical.

4. In SRSWOR for 10 units from a population of 100 umts the probab1hty that a spec1ﬁed |
. pair of distinct units will be mcluded in the sample is

A 1 | B >1
@) 100. ) 110.
o | | (D k)
© % ) 10, .

5. If the dlstnbutlon functon under Hj is P, under H, is P, and they are equal then the MP '
level a test w1th power B satlsﬁes

(A) a=B. : B) o>B
) Bra. - . : D) oa=p
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Let Xand Y be two independent random variables such that XY is degenerate at ¢ # 0.
Which of the following statement is true ?

(A) Only X is degenerate. © (B) Only Yis degenerate _
(C) Both X and Y are degenerate (D) Neitehr X nor Y is degenerate.

With respect to a 22 factorial experiment involving two factors A and B, the factor Ahas

 significant main effect means that the mean response at :

(A) The two levels of A are significantly different.

(B) Different levels of A differ significantly at different levels of B.
(C) All level combinations are significantly different.

(D) The two levels of B may not be significantly different.

In a %2 test of mdependence betweéen sex and kinds of phobias, the null hypothes1s was 3
rejected. The proper conclusmn is that : ‘

(A) Sex and phob1as are independent of each other.

(B) Sex and phobias are related to each other.

(C) Knowing a person’s phebia gives no clue to his/her sex.

- (D) None of the above. .

If the joint density f (X, X, Xn;e) of n random variables, Xi, Xy, ..., X, is considered i;o

be a function of 6. Then L(6; Xl,Xz, n) is called :

(A) Maximum Likelihood function. (B) L1ke11hood functmn »
(C) Log Likelihood Functmn (D) Margmal Likelihood Function.

What is an appropriate graphical tool to know the properties of data measured on mterval
scale ?

(A) Histogram. - (B) Bar chart.

(C) Pie chart. - (D) None of (A), (B), (C). |
Let T be an unbiasaed estimator of 0 and (8) < E [9122—;‘@]2 . Then Cramer-Rao lower bound
- for V(D) is : o o |
@ 0. . ® @
1 - 1
© e (D) ey
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Let X, X, be a rahdoin sample from U(0,6),6 >0. MLE.of 0 is ———

A) X, +X, . B) X X,

(C)  Max {X,,X,}. (D) Min (X;X,).
A test function takes values m : /

@ ©. .  ® o

(©) (0,1]. g . D) 0,1l

Let X follow N(O, 0’2),0'>0. The family of fdistri'bution of X has MLR property in

wx  ®xe
(C) -X. ‘ (D) —X2

Let {N(t) t 20} be a Po1sson process with rate A. Then condltlonal dlstnbutlon of N(z)

- given N(s) = m, for s<tlis:

16.

- 17..

- (A) Pmsson_. A ' (B) Truncate Poisédn.
_ (C) Unpiform. (D) Binomial.
o o log,(U) \
ALet U~U (0, 1) ‘and:f) <p <1 then integer part Qf 1 0“g-e 1— p)) 18
(A) Binomial variate. ~ (B) Poisson variate.
(C) Geometric var1ate (D) Hypergeometric variate.

Let X and Y be two mdependent Poisson r.v.s with parameters A and 0 respectlvely Thenﬂ '
Wlnch of the following statements is not correct ?

(A) PX+Y=5]= e_(“e)(7»+9)5/5!.

B) P[X<5|Y<20] zl_le*lx‘/u
©) PX=5/X+Y=10] ( ](xe)5f(x+e)1°.

D)  PX-Y=5]=e*n-0)°/5!.
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Let X be a normal random varlable with mean 1 and varlance 1. Define events

E={-1<X<0,F={2<X<38}land G = {O<X<2} Then

(A) P[E]=P[F]=P[Gl. (B) PIE] = P[F] < P[G].
(C) PIE] = PIG] < P[FI. (D) PI[F]=P[G] = P[E].

Let X, X,,, X; be a random sample from U(0, 6). Let éM represent moment esthnator and

éL» represent the MLE of 6. Then which of the following is true ? '

Q) by=b,. B E(6y)=E(8,):
(C) MSE(® )>=_ MSE(8;,). (D) MSE(fy) <= MSE(8y,).
In how many ways 4 boys and 3 girls can be seated. in a row so that they are alternate .:
(A 144, | . (B) 288. | |
(C) 12. ‘ ‘ (D) 256.
- The Jeﬁ'reys prior is proportlonal to the
(A) Underlying pdf. (B) Underlyng cdf.
| (C) Information matrix. _ - (D) Square reot of the information matrix ‘

Let X, X.2 ., X, be an observed sampie Let {S i J=1,2,.., m} be a preSpeclﬁed partition

- of the sample space and N be the number of observatlons fallmg in S Let P; be the probability

- of §; under a spec1ﬁed d1str1but1on, then the d15tr1but10n of Y=3XT. TJ is :
(A 35
B) x4y

- (C) Approa‘ches VXan-Vls as n increases'.

(D) Approaches Xn 15 as n increases.

The power of the MP test of size o for testing H,: 6 =1 agamst H,:6=0based ona smgle
observation from the distribution with pdf f (x, 9) 2x6 +1-0), 0 <x< 1,is:

@\ J= B) a. |

() D) 2a.

oC
2.
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Size of the test is :

(A)

(B)
- (©)
(D)

Always greater than or equal to the level of significance.

-Always less than or equal to the level of significance. -

Always equal to the level of significance.

Some times greater than the level of significance.

Let X,Y) ~ Blvanate normal (0 0, 01, 02, ) Which of the following statements is Wrong ?

@)
®

(©)
D)

4 -

X and Y are mdependent onlyif p=0.

X +Yand X-Yare 1ndependent only if p = O

X +Yand X -Y are independent only if ¢? =o2.
(X + Y, X —Y) is distributed as bivariate normal.

In a general linear model y = XB + g,

(A)

(B)
©)

oy

@)
B)
©
(D)

Any est1mable linear parametnc functmn is a hnear combmatmn of the functlons

X,

IfS - is a g—inverse of S =X'X then Sy is a least square est1mator of B.

‘The coefficient vector of any functmn belongmg to the error space is orthogonal to *

the rows of X.

A least square estimator of B is unbiased for B

7Wh1ch of the following d1str1but10n does not being to one-parameter Cramer famlly of
“distributions ? - : :

Double exponential distribution with location 6 and scale 1. .

Double exponential distribution with location 1 and scale 0.

‘Exponential distribution with rate 6 and location 1.

" Poisson distribution.

Which of the following is true ?

(A)
(B)

- (©)

29.

(D)

Unbiased estimator is always consistent.

Consistent estimator is always unbiased.

Consistent est1mator is unique. .
Max1mum L1ke11hood Estimator (MLE) need not be unblased

If A-and B be two events then which of the followmg is true ?

- (A
©)

PAN B) = P(A) P(B) (B) PANB)21-P(A%) - P(Bc).
P(AUB)>PA) + P(B). (D) P(A~B)<P(A)+P®B) - 1.

- ' v ‘ » - Turn over -
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Let A and’B be two independent events. If P(A) = 1/4 and P(B) = 1/3, then P(AY/B®) is :

@A) 14 . - ® 9B
(C) 112. - (D) 34

Suppose you have a coin with probability 1/4 of getting a head. If you loss the coin twice

independently, then what is the probablllty of getting at least one head ?

A) V4. . - - (B) 17/16.
(C) - 3/16. - (D) 3/8.

A biased coin is tossed until a head appears for the first time. Let p be the possibility of a

head, 0 < p < 1. The probability that the number of tosses required is odd is :

1Y o -
(A) (E) - ‘ , (B) p/2.
© uep). . . O p
If X follows Binomial (n, p) thenn — X follows : ’
(A) "Binomial (1, p). o (B) Binomial (n, 1 - p).
- (C) Bmomlal @n, p) (D) Binomial (2n, 1 - p).

Let X be a non—negatwe random vanable with distribution function F Then E(X) is :

) | xF&)dx. - ® [F@adx
0 i ; ‘ 0 . .
©) [x0-F@ldx. = () | [1-F@)ldx.
0 : 70 N
Let X be a random variable. Then which of the following is not alwa:ys a‘ran'dom'variable ? .-
@ |X]. | - ® X2 |
(©) X¥2, : ‘ : (D) |X|¥2

_Let X and Y be two random Varlables Which of the following is true ?

(A) E [V(Y|X)] = VIE(Y [X)] + V(). |
(B) E V(Y|X)] = V(Y|X). | .
(© EVY[X)]=V(Y)-VEY[X)L '
(D) EVY[X] = V).

Mode of the Ch1-square d1str1but10n with n d.f. is :

(A) n-2. - B) 2n.
‘(C) n. (D) n/2.
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Neyman—Pearson lemma'is used to find a most powerful test for testmg ’
(A) Simple hypothesxs against composite alternative.

(B), Composite hypothesis against composite alternative.
(C) Composite hypothesis against simple alternative.

(D) Simple hypothesis against simple alternative.
Rejecting a null hypothes1s When it is true ?

(A) Type I error.- (B) Type II error.
(C) No error. - (D) Simpe error.
-The statistic H under the null hypothesis for Kruskal Wallis test is apprommately
distributed : ‘
(A) Chi square distribution. (B) t-distribution. |
(0) Fdistribution. o (D) Normal distribution.
The distribution used in sign test is : . , :
(A) Poisson distribution. = (B) Uniform distribution.
(C) Binomial disfribution - (D) Normal dlstnbutlon .

The Bayes est1mate of a parameter 0 under absolute error loss function is :

(A) Mean of the postenor distribution.
~ (B) Median of the pesterior distribution.

©) Mode of the posterior distribution. = . o -
(D) None of these. . ' \

The multiple correlation coefficient lies between :

(A) Oando. ) ’ - (B) —landl.

(C) 0andl.. - (D) —1ando.
Wishart distribution is the. multivariate analog of : |

(A) Normal distribution. =~ (B) F Distribution.
| (8] _ttdistrib'ution.‘ _ (D) Chi-squere distribution.
Distribution of Hotelling’s T? statistics is : -

(A) F distribution. ¢ (B) Whishart distribution.

(C) Chi-square distribution. - (D) ¢ distribution.
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In a Markov cham a recurent state i is said to be null recurrent if and only 1f the mean
recurrent {ime p; is : :

(A) Zero. - (B) One.

(C) Infinity. . _ o (D) Negative. _
In time series aﬁalysis simple average_methpd is used to calculate :
- (A) Trend values., (B) Seasonal indices.
tC) Cyclic variations. i(D) All of these.

Laspeyre’s index formula uses the weights of the :

(A) Current year.
(B) Base year.
(C) Average of the weights over a number of years.
(D) None of these.

‘Which of the followmg des1gns does not apply all the three basic principle of des1gn of

experiments ?

" (A) RBD. ‘ | (B) CRD.

()" LS. ’ (D) GLSD.
Error degrees of 'freedom for a Graeco Latin square design of size 5 is :
(A 8. . - | (B) 24.
© 4 D) 12 R
' 0% 1= 50 inarks)'
Part B - . |

Answer any ten questions.
Each question carries 5 marks.

‘Explam one-way and two-way ANOVA.

Differentiate between Correlation and Regression analys1s

What is Chi- square test ? Explain its significance in statistical analysis for any research
problem :

Write a note on pos1t1ve and negative correlation.

‘What is the relevance of questionnaire in data collection and mterpretatlon ?

What is hypothesis testing ? Explain.
Explain in detail about the different steps mvolved in developing a research plan
What is systematic samphng ? Explain. ’

Describe sampling and non-sampling errors.



60.
61.

62
. 63.
64.

Explain the methods of graphical representation of data.
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What are the characteristics of “Completely Randomized Design” ?

Whaf is the principle behind sample size calculatmn ? Explain the factors wh11e determeng .
the sample size.

Explam the features of Latin Square De51gn
What do you mean by UMP test ? Explain. |

(10 x 5 = 50 marks)




